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Abstract  
In this article, an ensemble Monte Carlo model is 

presented for the Al/n-GaAs Schottky junction using a 

two-valley regime. The non-parabolic energy bands and 

electron valleys are considered as Γ and L. Electron 

scattering mechanisms arising from impurities, optical 

phonons, and acoustic phonons are assumed, and 

mechanisms like thermionic emission and tunneling are 

considered for electron transit through the Schottky 

barrier. To evaluate the accuracy of the proposed model, 

the obtained results are compared with data from others. 

Furthermore, in addition to the potential and electric field 

distribution in the Schottky junction, the spatial 

distribution of electrons, energy distribution, velocity 

distribution, and contributions of various scattering 

mechanisms are also provided. This microscopic image is 

one of the prominent features of the proposed model that 

other numerical models like drift-diffusion and 

hydrodynamics are not capable of providing. 
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Analysis and Simulation of the Schottky Junction Using an Ensemble Monte Carlo Model 

1. INTRODUCTION  

The Schottky junction as an electrical barrier in the path of the passage of 

electric carriers is considered a suitable option for reducing dark current or 

leakage current in devices. For example, in optical detectors where dark current 

determines the lower limit of the detector's power capability, the importance of 

this issue becomes more pronounced. Therefore, low dark current is one of the 

features of the Metal-Semiconductor-Metal (MSM) devices [1]. The small 

capacitance of the Schottky junction is an important parameter that leads to a 

better response of the device at high frequencies respect to high-speed optical 

devices [2-6]. Other features such as simple fabrication have led to the use of 

Schottky junction in semiconductor devices [7-9]. 

The use of a Schottky junction in MSM devices made of silicon and titanium 

dioxide-platinum has resulted in a reduction in dark current to around a few 

pico-amperes and an increase in signal-to-noise ratio [10,11]. This junction is 

also used as a barrier to reduce the gate current of field-effect transistors [12,13]. 

Reports have also indicated an increase in cutoff frequency and improved 

response of field-effect transistors [14-16]. The placement of a thin charge layer 

at the metal-semiconductor interface is an important issue that allows for the 

control of some of the characteristics of the Schottky junction. The effect of the 

charge layer with a different impurity concentration from the Schottky diode has 

caused a change in the thickness of the potential barrier of the Schottky junction 

and has shown that the potential barrier can be optimized. This change causes 

components such as tunneling current and consequently the current passing 

through the device to change [17,18]. 

Various reports have been presented on the simulation of devices with 

Schottky junctions, including a numerical drift-diffusion model for Schottky 

junctions. In this model, the spatial distribution of the average velocity and 

electron density is calculated by modifying the continuity equation. Although 

this model simulates a simple analysis of the behavior of a Schottky junction, it 

cannot microscopically examine the behavior of electrons [19,20]. The Monte 

Carlo method has been proposed as a microscopic method for simulating 

semiconductor devices with Schottky junctions. In a report, the radio frequency 

and noise performance of AlGaN/GaN Schottky junctions are simulated and 

analyzed using this method. The simulation shows that the use of a Schottky 

junction results in a lower noise device [21,22]. In another study, the full-band 

Monte Carlo (FBMC) method was used to calculate the current of a double-gate 

Schottky barrier tunneling transistor (DGSBTT). This report shows that the 
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tunneling mechanism plays a major role in the behavior of the device and that 

this structure has a better frequency response than the single-gate structure 

[23,24]. A two-valley Monte Carlo method has shown that using a Schottky 

junction in the source-drain channel of a MOSFET improves the device's 

frequency response and increases its bandwidth. This study also investigated the 

effect of channel length on the device's frequency response [25,26]. 

Carbon nanotube field effect transistors (CNTFETs) have gained remarkable 

attention in modern fields, as one of the promising candidates for replacing 

conventional MOSFET technology at the end of the roadmap. In this regard, 

Ghodrati and et. al present high-performance complementary logic gates based 

on ballistic gate-all-around CNTFETs utilizing a novel improved analytical 

model. This is done by considering the effects of carrier density, quantum 

capacitance, and the number of channels, which are highly suitable for logic 

applications [27]. Khaleqi Qaleh Jooq and et. al described in detail the different 

steps involved in the construction of a carbon nanotube field-effect transistor 

based on a network of single-walled CNTs (SWCNTs), which can selectively 

detect toxic gases. Due to the absorption feature of the allotropes of carbon, they 

can be used to make different devices. Absorbing materials by CNTs can change 

their electrical properties, which can be used in manufacturing chemical sensors. 

One specific type of electrochemical SWCNT sensor is the so-called CNTFET. 

The operation principle of these sensors is based on the changes in the I–V 

curves of nanotubes as a result of the adsorption of specific molecules on their 

surface [28]. 

Given the diverse applications of Schottky junctions in electronic devices, it 

seems necessary to provide a microscopic and accurate model or simulation for 

the behavior of electrical carriers in this junction. Although previous reports 

have used the Monte Carlo method to simulate devices with Schottky barriers, 

no detailed microscopic study of the behavior of carriers within this junction has 

been carried out to date. Therefore, simulating the behavior of carriers is an 

attractive and practical topic. 

This work deals with the microscopic simulation of the current flowing 

through a Schottky junction with a GaAs semiconductor. Due to the low 

impurity concentration of GaAs, a potential barrier with a thickness of several 

hundred nanometers is formed. In this study, the tunneling and thermionic 

emission (TE) mechanisms are considered. The random nature of the various 

mechanisms within the semiconductor, such as tunneling, carrier scattering, and 

field-induced drift length, makes the choice of the Monte Carlo method for 

simulating electron behavior logical and acceptable. The Monte Carlo model can 
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show the movement of electrons in time and space on a frame-by-frame basis. 

In the proposed model, the sequential drift and scattering mechanisms of 

electrons are investigated. In other words, after each drift, a scattering event 

occurs for the electron. The model presented takes into account scattering due to 

impurities, polar phonons, and acoustic phonons. Two valleys, Γ and L, are 

considered for electrons, and non-parabolic energy bands are taken into account. 

In the next section, the physics of the Schottky junction will be briefly 

introduced. The proposed model will then be described, and the results obtained 

will be explained in the final section. 

2. THEORY OF SCHOTTKY JUNCTION  

A Schottky junction is a metal-semiconductor junction in which the impurity 

concentration of the semiconductor is low. In this case, the work function of the 

metal is greater than the work function of the semiconductor, and an 

approximately triangular electrical barrier is formed at the junction. Figure 1 

shows a diagram of the energy band diagram of a Schottky junction in 

equilibrium. When the metal-semiconductor junction is formed, some electrons 

are transferred from the semiconductor to the metal due to the equalization of 

the Fermi levels, and a depletion region is created at the boundary of the 

semiconductor with the metal. As a result, a bending of the conduction and 

valence bands of the semiconductor occurs. 

 

Fig. 1. Energy band diagram of a Schottky junction in equilibrium. 

In a Schottky junction, there are thermionic emission, tunneling, and diffusion 

current components, of which thermionic emission and tunneling are the most 

important current mechanisms and dominate at high temperatures and thin 

barriers, respectively [29]. 

 
(1) 

where A* is the effective Richardson constant and its value is considered to be 

8.2 Acm-2K-2. Parameters T, K, q, and JS are temperature in Kelvin, Boltzmann 
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constant, electron charge, and reverse saturation current density, respectively. 

Even at room temperature, some electrons in the semiconductor have thermal 

energy exceeding the conduction band minimum. These hot electrons can 

overcome the work function of the semiconductor itself. If the thermal energy of 

an electron is sufficient to overcome both the semiconductor work function and 

the Schottky barrier height, it can be emitted into the metal. 

3. THE MONTE CARLO MODEL  

Monte Carlo is a numerical model that is used to analyze random phenomena 

and is based on a large number of repetitions. Given the randomness of various 

mechanisms such as drift, scattering, and tunneling of electrical carriers, the 

choice of this method for simulating a Schottky junction seems logical. In this 

work, 25000 super electrons (SE) are considered and they are moved 

simultaneously in sequential drift and scattering processes in the ensemble 

Monte Carlo (EMC) model. Each super electron represents a large number of 

electrons and the behavior of the super electron is attributed to them. The initial 

kinetic energy of the super electrons is considered to be the thermal energy from 

the environment. The spatial cell size and time step are chosen to be smaller 

than the Debye length and the inverse of the semiconductor plasma frequency, 

respectively. To calculate the spatial distribution of potential and electric field, 

Poisson's equation is discretized using the forward finite difference method, and 

the charge of each super electron is divided between its two adjacent nodes 

using the cloud-in-cell technique [30]. For simplicity of notation, the term 

"electron" will be used from now on instead of "super electron", but it is 

understood that the main concept refers to the super electron. 

For the boundary points of the device, Neumann and Dirichlet conditions are 

applied [31]. In other words, the normal component of the electric field is 

considered to be zero at the boundary points that do not have a metal 

connection, and the tangential component of the electric field is considered to be 

zero at the metal connection points. Also, the collision of the super particle with 

the semiconductor walls is reflected like the reflection of light from a mirror. 

Using the Wentzel-Kramers-Brillouin probability function for the tunneling of 

electrons, a triangular approximation for the Schottky barrier is used [29]. The 

probability function is calculated based on the energy of the electrons and their 

distance from the metal, and the rejection/acceptance technique is used to decide 

whether the electron reaches the metal. This probability is calculated for 

electrons that are in the depletion region and have energy less than the potential 

barrier. Electrons that cannot pass through the barrier are reflected back due to 
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the collision with the barrier by mirroring their wave vector in the direction of 

the collision. 

The accumulation of positive charges in the atomic nuclei, the presence of 

impurity atoms, and the vibration of crystal atoms in the crystal structure cause 

an effective Coulomb force to act on the electrons and deflect them from their 

path. According to quantum mechanics, these forces can be considered as 

perturbation potentials. As a result, these forces are considered in the form of 

electron scattering mechanisms, and the scattering rates due to impurities, 

acoustic phonons, non-polar optical phonons, and polar optical phonons are 

selected to form the scattering matrix. The rates of these scatterings are fully 

described in reference [32]. Each relevant scattering mechanism has a 

corresponding scattering rate. This rate depends on the particle's energy and is 

calculated beforehand. These rates are often stored in a table for efficient access 

during the simulation. After a particle completes a free flight, a random number 

between 0 and 1 is generated. The inverse cumulative distribution function of 

the total scattering rate is not directly used, but the concept is involved. The 

random number is compared to the accumulated scattering rates for each 

mechanism, starting from the highest rate. If the random number falls within the 

accumulated rate of a specific mechanism, that mechanism is chosen for the 

scattering event. This ensures that mechanisms with higher rates have a higher 

probability of being selected. 

The presence of significant electric fields in the depletion region of the 

Schottky junction allows electrons to gain kinetic energy greater than 0.3 eV, so 

electrons can be transferred from the central valley Γ to the valley L. As a result, 

a two-valley model is used for simulation. The energy bands are considered non-

parabolic to achieve higher accuracy in the relationship between momentum and 

kinetic energy of electrons. 

The number of electrons adjacent to the junction is checked after each drift 

and scattering process, and their number is kept constant. This condition is to 

keep the potential of the junction constant during the simulation. To calculate 

the electric current for an applied potential to the device, the product of the total 

number of electrons leaving it and their charge is divided by the duration of the 

simulation. 

Table I shows the overall simulation steps. First, the dimensions of the 

junction, its parameters such as the material-dependent physical constants, and 

the initial kinetic energy of the electrons are determined. Then, the scattering 

matrix is formed based on the energy steps. Next, the iterative drift and 

scattering process is performed at each time step. At the end of each time step, 
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the Neumann and Dirichlet boundary conditions are applied, and the distribution 

of electrons is obtained. The distribution of electric charge is calculated by 

assigning the electron charge to their neighboring nodes, and the distribution of 

potential and electric field is simulated by discretizing Poisson's equation. The 

electric field obtained at the end of each time step is used as the driving force for 

the electrons in the next time step. This process continues until the end of the 

simulation time. 
TABLE I 

All steps for simulation of the Schottky junction using EMC. 

Step Work 

1 Discretization of the device, Determination of the concentration density  

2 Determination of SEs per cell, Assigning a random energy, a 

wavevector, and a space to each SE 

3 Definition of Scattering Matrix 

4 Drift-Scattering process for SEs within a time step 

5 Removing the outcoming SEs, Assigning energy, wavevector, and space 

to the new SEs 

6 Applying Neumann and Dirichlet boundary conditions 

7 Assigning the electric charge of SEs to the related nodes  

8 Solving Poisson’s equation, and calculation of electric and potential 

values in each cell  

9 Repeating steps 4 to 7 for a certified time 
 

4. RESULTS AND DISCUSSIONS  

A Schottky diode as shown in Figure 2 is considered for the simulation, and 

its parameters are presented in Table II. The right and left junctions are Schottky 

and ohmic, respectively. A potential difference Vb is applied between the two 

contacts to create an electric field in the structure, which drives the electrons and 

forms an electric current. 

Schottky diodes excel in low-voltage power supplies due to their inherently 

lower forward voltage drop compared to p-n junction diodes. This translates to 

higher efficiency and less wasted power as heat.  They're commonly found in 

switching power supplies for computers, laptops, and LCD displays. Similar to 

power supplies, the low forward voltage drop makes them suitable for battery 

chargers, particularly for Lithium-ion batteries with lower operating voltages. 

Moreover, the fast-switching speed and minimal charge carrier storage in 

Schottky diodes make them ideal for high-frequency circuits like mixers and 

detectors used in radio frequency communication systems. By examining the 

various applications of the Schottky diode and its required sizes in each section, 

the sizes of the typical simulated Schottky device have been selected. The 
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temperature equals 300 K which is a common value in many articles. The spatial 

cell size is chosen to be smaller than the Debye length (LD=96.03 nm). The time 

step has to be smaller than the inverse of the semiconductor plasma frequency 

(1/ωp=10.28 fs). 

 
Fig. 2. A two-dimensional view of a Schottky diode with bias Vb. 

TABLE II 

The used parameters for the simulation of the Schottky diode. 

Parameter Value Parameter Value 

Temperature 300 °K Length n-region 900 nm 

Mesh cell 5 nm Concentration n-region 2×1016 cm-3 

Time step 2 fs Length n+-region 300 nm 

Number of iterations 5000 Concentration n+-region 1018 cm-3 

Number of SEs 25000    

Figure 3 shows the spatial distribution of electron density for the equilibrium 

case and the application of a 5 V reverse bias. Due to the difference in Fermi 

levels between the metal and semiconductor in the Schottky junction and the 

migration of electrons from the semiconductor to the metal, a depletion region is 

created at the right end of the device, with a length of 0.22 µm and 0.58 µm in 

equilibrium and under bias, respectively. The low electron concentration in this 

region confirms the claim that it is depleted. These dimensions are in agreement 

with reference [29]. 

 
Fig. 3. Spatial distribution of carrier concentration in equilibrium and 5 V reverse bias. 
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Figures 4a and 4b show the spatial distribution of the potential and electric 

field of the device for different reverse voltages. The presence of the depletion 

region causes a potential drop and an increase in the electric field at the right 

end of the device. As the reverse voltage increases, the depletion region 

becomes larger and the intensity of the electric field increases. Figure 4b shows 

that there is another depletion region at the boundary of the n and n+ regions 

(i.e., over a length of 0.1 µm), which causes a small peak in the electric field 

distribution. 

 
(a) 

 
(b) 

Fig. 4. Distribution of (a) electric potential and (b) electric field intensity for reverse 

voltages of 0, 1, 3, and 5 V. 

 

Table III compares the calculated barrier height and maximum electric field 

intensity for the device in Figure 4 for different reverse biases with an analytical 

model [29]. It is observed that the values obtained from the simulation are 

consistent with the analytical results. 
TABLE III 

Comparison of barrier height and maximum electric field intensity obtained from 

the model with the results of reference [29]. 

Bias voltage (V) 
Barrier (V) Maximum electric field (kVcm-1) 

EMC Ref [17] EMC Ref [17] 

0 0.717 0.716 66.908 66.912 

1 1.718 1.718 92.831 92.834 

3 3.714 3.715 139.726 139.732 

5 5.718 5.716 175.806 175.809 

 

Figure 5 compares the calculated current density with the Monte Carlo model 

for two devices A and B with impurity concentrations of 2×1016 cm-3 and 5×1016 
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cm-3 for the n-region with the result obtained from the Silvaco software. Table 4 

compares the calculated reverse saturation current density, junction built-in 

voltage, and effective Schottky barrier height for the two devices A and B with 

different impurity concentrations for the n-region with the results obtained from 

the Silvaco software. From Figure 5 and Table IV, it is concluded that with 

increasing impurity concentration of the n-region, tunneling increases due to the 

decrease of the depletion region, which causes a decrease in the effective barrier 

height or an increase in the current of device B compared to A at reverse bias 

and reverse saturation current. 

 
Fig. 5. Comparison of current density obtained from the Monte Carlo model with 

Silvaco software for devices A and B. 

 
TABLE IV 

Calculation and comparison of parameters of devices A and B. 

Device 
Concentration of 

n-region (cm-3) 

Model or 

Software 

Saturated reverse 

current density 

(mAm-2) 

Built-in-

potential 

(V) 

Schottky 

Barrier 

(eV) 

A 2×1016 
EMC 2.851×10-5 0.725 0.806 

Silvaco 2.874×10-5 0.727 0.803 

B 5×1016  
EMC 7.032×10-5 0.717 0.775 

Silvaco 7.103×10-5 0.716 0.771 

 

Table V shows the percentage contribution of thermionic emission and 

tunneling current components at different voltages for device A. The simulation 

shows that the contribution of the thermionic emission component is greater 

than that of tunneling. As the reverse voltage increases, the electric field 

intensity increases, and the probability of electron tunneling through the 

Schottky barrier increases. Therefore, as shown in Table V, the contribution of 
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the tunneling component increases with increasing voltage, and the contribution 

of the thermionic emission component decreases. 

 

TABLE V 

Percentage contribution of thermionic emission and tunneling components in 

device A for different reverse voltages. 

Reverse bias (V) Thermionic (%) Tunneling (%) 

1 67.37 32.63 

3 58.6 41.4 

5 53.36 46.64 

 

Table VI shows the percentage distribution of electrons for the central and L 

valleys at equilibrium and a reverse voltage of 5 V. At equilibrium, 41.99% of 

the electrons are in the central valley and 0.59% of the electrons are in the L 

valley. Under a reverse bias of 5 V, 94.73% of the electrons are in the central 

valley and 5.26% of the electrons are in the L valley. As can be seen, at 

equilibrium, impurity scattering is the dominant mechanism, but with increasing 

bias voltage, the percentage of this scattering decreases. In fact, with an 

increasing electric field, the drift velocity of electrons increases, and the effect 

of the impurity atom Coulomb potential on the passing electrons has a shorter 

time effect, resulting in a decrease in the percentage of impurity scattering. 

 
TABLE VI 

Percentage scattering of electrons by different mechanisms at equilibrium and for 

a reverse voltage of 5 V. 
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Valley Γ L Γ L Γ L Γ L Γ Γ L L L L 

% 
Vb=0 V 72 59 <1 3 15 9 10 8 <1 <1 9 9 2 1 

Vb=5 V 58 33 1 5 14 14 8 6 12 6 24 12 4 2 
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With the applied bias to the device, the electric field intensity increases, and 

with the increase in the kinetic energy of the electrons, the probability of their 

transfer from the central valley to the L valley also increases. As a result, the 

percentage of scattering caused by inter-valley optical phonons increases until, 

for large electric fields, the contribution of inter-valley optical phonon emission 

becomes significant and causes the transfer of a portion of the electrons from the 

central valley to the L valley with lower mobility. This causes the average 

electron velocity to reach saturation. In general, it can be said that with 

increasing electric field intensity, the contribution of impurity scattering 

decreases, and the contribution of other scattering mechanisms such as acoustic 

and non-polar optical scattering increases. 

Figure 6 shows the spatial distribution of electron energy at equilibrium and 

for a reverse voltage of 5 V. At equilibrium, with the weak electric field 

dominating the depletion region, the maximum electron energy is about 0.63 eV. 

With the applied reverse bias to the device and the dominance of the strong 

electric field in the depletion region, the electron energy increases. The farther 

away from the depletion region, the electric field intensity (Figure 6b) and 

electron energy also decrease. 

 

 
(b) 

 
(a) 

Fig. 6. Spatial distribution of electron kinetic energy for (a) equilibrium and (b) reverse 

voltage of 5 V. 

 

Figure 7 shows the velocity as a function of electron kinetic energy for 

equilibrium and reverse voltage of 5 V. It can be seen that at equilibrium, due to 

the low electron energy, most of them are in the central valley and in the energy 

range of less than 0.1 eV. However, with the applied reverse bias and the 

increase in electric field intensity, electrons can be transferred to a space farther 
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away from the minimum energy range and placed in the L valley. Figures 7 and 

8 show that with increasing device voltage and electric field intensity, electron 

kinetic energy increases, and electrons can be transferred to the L valley (by 

inter-valley mechanisms). Therefore, with increasing electric field intensity, the 

percentage of electron presence in the central valley decreases and increases in 

the L valley. 

 

 
(b) 

 
(a) 

Fig. 7. Distribution of velocity as a function of electron energy for (a) equilibrium and 

(b) reverse voltage of 5 V. 

 
Fig. 8. Percentage presence of electrons in central and satellite valleys for different 

reverse voltages. 

 

To show the stability of the proposed structure, the temperature parameter is 

one of the most significant external parameters that is considered and 

investigated. The simulation results are reported in Table VII for GaAs Schottky 

junction with the carrier concentration of 2×1016 cm-3. 
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TABLE VII 

The effect of temperature on the saturated reverse current density, built-in 

potential, and Schottky barrier. 

Temperature (k) 
Saturated reverse current 

density (mAcm-2) 

Built-in-potential 

(V) 

Schottky barrier 

(eV) 

200 3.768×10-13 0.765 0.850 

250 1.340×10-8  0.752 0.836 

300 2.851×10-5 0.725 0.806 

 

At higher temperatures, more electrons in the metal gain enough thermal 

energy to overcome the potential barrier and enter the semiconductor. This 

reduces the effectiveness of the barrier in blocking current flow. With rising 

temperature, the vibrations of atoms in the semiconductor lattice increase. This 

can slightly alter the spatial distribution of charges in the depletion region, 

effectively reducing its width. A narrower depletion region translates to a lower 

potential barrier for electrons to overcome. Generally, increasing temperature 

increases the current density. This follows from the lowering of the Schottky 

barrier height with rising temperature. With a smaller barrier, more electrons in 

the metal can overcome it and contribute to the current flow across the junction. 

This translates to a higher current density. We can explain this with the concept 

of thermionic emission, the dominant current conduction mechanism in 

Schottky junctions. Thermionic emission describes the process where electrons 

with sufficient thermal energy escape the metal and enter the semiconductor. A 

lower barrier height due to higher temperature allows more electrons to satisfy 

this energy requirement, leading to a rise in current density. 

Based on the simulation results, it can be concluded that the proposed model 

can accurately simulate the movement of electrons and the passage through the 

Schottky barrier with a microscopic view. The ability to display the spatial 

distribution of electron density and energy, the distribution of energy by electron 

velocity, the spatial distribution of potential and electric field intensity, and the 

current-voltage curve of the Schottky diode are among the most important 

features of the Monte Carlo model. Calculation of the contribution of scattering 

mechanisms for different conditions and tracking the random motion path of 

electrons are special capabilities of the Monte Carlo model. The statistical view 

of the device by the model makes it possible to interpret the physical behavior of 

electrons, and the designer can see the effect of any change in the device on the 

behavior of electrons and not just focus on the average value of the parameters. 
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Based on the regular and known process of simulation steps (as shown in 

table I), the behavior of other devices can also be simulated microscopically by 

developing the proposed model. Providing a statistical distribution for the 

behavior of electrons makes it possible to accelerate the development of the 

model by interpreting the statistical results. Therefore, the authors believe that 

the proposed model is an effective tool for analyzing the behavior of electrons in 

passing through the Schottky barrier, which, in addition to accuracy, can be 

developed and generalized to other semiconductor devices. 

5. CONCLUSION 

In this study, an ensemble Monte Carlo model is presented by considering two 

central and L valleys for electrons and scattering caused by impurities and 

phonons. By simulating the drift and scattering mechanisms, it can solve the 

Boltzmann transport equation in the Schottky diode and accurately show how 

electrons pass through the Schottky barrier. The proposed model can provide the 

distribution of various parameters of each electron, such as the spatial 

distribution of density, potential, and electric field. Based on the results obtained 

from the model, it is observed that increasing the electric field intensity 

increases the probability of electron presence in the L valley due to the increase 

in the contribution of inter-valley scattering. Also, the non-parabolicity of the 

energy-velocity relationship increases with increasing electron energy. The 

proposed model shows that increasing the reverse voltage increases the 

depletion region of the Schottky diode and increases the probability of tunneling 

of electrons that are accelerated in this region, as a result of which the 

contribution of the tunneling current component increases.  
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